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The goal of the investigation is to find an algorithm that successfully 
separates different groups of patients with Cardio-Vascular Disease. The 
algorithm must select the most informative features [1]: the markers, which 
bring the minimal number of the misclassified patients.  

Four groups of the CVD-patients were considered: A1 (surgery 
performed), A3 (risk group) and B1, B2 (healthy groups). Each group 
contained up to 15 patients. Each patient is described with 20 immune 
markers. Since the number of the patients in the sample was relatively small, 
the number of the informative markers must not exceed a few to avoid 
overtraining. The algorithm must process pairs of the classes. 

The problem of the classification was stated as following. Denote by  
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the set of class labels. The i-th patient is described by the vector }{ j
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where the index },...,1{ NSj ⊆∈  shows that j-th feature (marker) is included 
in the description of i-th object. Let the classes be linear separable, so that 

there exist parameters Rw ∈∈ bN ,R such that the plane 0),( =+ bwx  
separates the classes properly. This follows from the assumption on the linear 
dependency of the classes. For example, three markers K, P and K/P are 
linear dependent, since we assume )P.-(1KK/P αα +=  

One must find the plane that brings the number of the misclassified objects 
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To find the most informative features, consider all combinations of them. 
The exhaustive search starts from 2|| =S  and stops when .8|| >S  For each 
subset S of the features the SVM [2] classification algorithm finds the 
optimal plane and thus obtains the parameters .,bw  
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The following results were obtained. The patients of groups A1 vs. A3 was 

classified successfully; A3 vs. B1 and A3 vs. B2 were classified with one 
misclassified patient for each pair. The most informative features for these 
pairs were selected. It was discovered that the classification for such pairs as 
A1&A2 vs. B1, A1&A2 vs. B2 and B1 vs. B2 impossible to classify properly 
with the given data, model and requirement to *υ . 
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