
Feature Generation for  Physical Activity  Classification1 
 

R. V. Isachenko, I. N. Zharikov, A. M. Bochkarev, V. V. Strijov 
 
Abstract. The paper investigates human physical activity classification problem. Time series obtained 
from accelerometer of a wearable device produce a dataset. Due to the high dimension of object descrip-
tion and low computational resources one has to state a feature generation problem. The authors propose 
to use the parameters of the local approximation models as informative features. The experiment is con-
ducted on two datasets for human activity recognition using accelerometer: WISDM and USC-HAD. It 
compares several superpositions of various generation methods and classification models. 
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Introduction 
The paper investigates multiclass classification problem of objects with no explicit feature representa-

tion. This problem arises in analysing biological data [17], human behavior and social interactions [1]. It 

considers the problem of human activity recognition. The accelerometer time series [8,15, 20] from smart 

phones serve to recognize human physical activity on the internet of things [2, 14]. Methods to solve this 

problem range from topological data analysis [18] to convolutional neural networks [6]. An extensive sur-

vey of the methods and datasets for this problem is found in [9]. 

In this work the dataset is comprised of time series of acceleration from three axis, which is obtained 

from a mobile phone or another wearable device with accelerometer. These time series are of various siz-

es, not aligned, and multiscaled [4]. The problem is to predict physical activity of a person. The list of ac-

tivities includes walking, running, sitting or walking up/down stairs. In this setup time series are treated as 

complex structured objects without explicit feature description. This assumption allows to propose a flexi-

ble technology for accelerometer time series modelling. The main problem to tackle is the lack of compu-

tational resources, memory, and energy in wearable devices. This investigation proposes an approach to 

generate features of time series as complex structured objects. The generated features bring adequate qual-

ity of classification and require moderate resources. 
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The problem of classifying complex structured objects is split in two distinctive procedures. The first 

extracts informative features. The second one classifies objects of these feature descriptions. This research 

focuses mainly on comparison of different methods for feature generation [11, 12]: expert-defined func-

tions, autoregressive model, and singular spectrum analysis. Expert-defined functions [13] include aver-

age, standard deviation, mean absolute deviation and histogram. The autoregressive model [16] builds a 

parametric model for each time series and uses model parameters as features for classification. The singu-

lar spectrum analysis [7] uses the eigenvalues of trajectory matrix as generated features. 

The authors propose a new feature generation method. We approximate time series segments with cu-

bic splines [3]. The spline approximates the 3-order piecewise curve at the given knots. The additional 

smoothness conditions makes the curve and its first and second derivatives continuous. The splines give a 

smooth curve and adequate quality of approximation. 

The experiment was conducted on two accelerometer datasets: WISDM [21], USC-HAD [19]. We 

compared the performance of stated feature extraction methods, as well as different classification algo-

rithms. The latter includes logistic regression, random forest and SVM. 

Problem Statement 
The accelerometer time series are represented as a set !  of segments !  of fixed length ! : 

! ! !! ! ! ! ! ! ! ]! ! ! ! ! 

One has to find a classification model ! ! ! ! ! !  between segments from the set !  and class labels 

from a finite set ! . Let denote by 

! ! ! ! ! ! ! ! ! ! }! ! !
!  

a given sample set, where ! ! ! !  and ! ! ! 𝑓! ! ! ! ! ! . 

The authors propose to construct the model !  as a superposition ! ! ! ! ! ! . Here ! ! ! ! ! ℝ!  is a 

map from the space ! !  to the feature space ! ! ℝ! . Given the feature map !  transform the original 

sample set  to the new sample set 

! ! ! ! ! ! ! ! ! !)! ! ! !
! ! 

where ! ! ! ! ! ! ! ! ! ! . 



The classification model ! ! ! ! ! ! ! !  has a vector of parameters ! . The optimal parameters !
!
 are giv-

en by the classification error function 

!
!

! argmin! ! ! ! ! ! ! ! ! ! ! 

Here the vector !  represents external parameters of a particular classification model. The examples of the-

se parameters and error functions for different classification models are given below. 

To compare classification quality with results from [11, 12] we use the accuracy score: 
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Feature Generation Functions 
The main focus of this paper is to compare different approaches for feature generation. In this section 

we provide analysis and motivation for each of the methods. 

1. Expert Functions. 
Use the expert-given feature set as a baseline for local approximation models. These functions are sta-

tistics ! ! , where ! ! ! ! ! ! ! . The description ! ! ! !  of the object !  is the value of these statistics on the 

object 

! ! ! ! ! !! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

In the paper [13] the authors proposed to use the expert functions: 

¥ mean: ! !
!

!
!

! ! !

!
! !  , 

¥ standard deviation: 
!

!
!

! ! !

!
! ! ! ! 𝑥! ! , 

¥ mean absolute deviation: 
!

!
!
!! !

!
!! ! ! ! !, 

¥ distribution: histogram values with 10 bins.  

This feature generation procedure extracts the feature description of time series ! ! ! ! ! ! !" . 



2. Autoregressive Model. 
The autoregressive model [16] of the order !  generates features of time series !  with model parame-

ters. Each time series is approximated by a linear combination of its previous ! ! !  components 

! ! ! ! ! ! ! !

! ! !

! ! !

! ! ! ! ! ! ! ! 

where ! !  is a residual. The optimal parameters !
!

 of the autoregressive model are the features ! (! ! . These 

parameters minimise the squared error between time series 𝑠 and its prediction 

! ! ! ! ! !
!

! !"#$%&! ! ! ! !

!

! ! !

! ! ! !
!

! ! ! ! 

This problem is a linear regression problem. Hence, for each initial time series !  we have to solve line-

ar regression problem with !  predictors. The example of approximation using autoregressive model is 

demonstrated on the Fig. 1. 

!
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3. Singular  Spectrum Decomposition. 
Alternative hypothesis for generation of time series is Singular Spectrum Analysis (SSA) model [7]. 

We construct trajectory matrix for each time series !  from the original sample ! : 



! =

! ! ! ! ! ! !
! ! ! ! ! ! ! ! !
! ! ! !

𝑥!! ! !! ! ! ! ! ! ! ! ! !

! 

Here !  is the window width, which is an external structure parameter. The singular decomposition [5] 

of the matrix ! ! ! : 

! ! ! ! !" ! ! ! 

where !  is a unitary matrix and ! ! !"#$! ! ! ! ! ! ! ! !  which entries ! !  are eigenvalues of ! ! ! . The 

spectrum of the matrix ! ! !  is used as feature description of the object ! : 

! ! ! ! ! ! ! ! ! ! ! !
! ! 

4. Spline Approximation.  
The proposed method approximates time series with splines [3]. A spline is defined by its parameters: 

knots and coefficients. The set of knots ! ! ! ! ! ! !
!  are uniformly distributed over time series. The models, 

which are built on each the interval !! ! ! ! ! ! ! !, are given by the coefficients ! ! ! ! ! ! !
! . 

Optimal spline parameters are solution of a system with additional constraints of derivatives equality 

up to second order on the interval edges. Denote each spline segment as ! ! ! ! !  ! ! ! ! ! ! !  and spline as 

a whole as ! ! ! !  and write these equations: 

! (! ! !

! ! ! ! ! ! ! !" ! ! !! ! ! ! !" 𝑡! + 𝑤!"𝑡! ! ! ! !! ! ! ! ! !!
! ! ! ! ! ! ! !" ! ! !" ! ! ! !! ! ! ! ! !" ! ! ! ! ! !! ! ! ! ! !!

! !
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For ! ! ! !  to be an interpolatory cubic spline, we must also have conditions: 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! !

! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! !

! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
 

The feature description of the time series could be assumed as the spline parameters union: 

! ! ! ! ! ! ! ! ! ! ! !
! ! 



Fig. 2 shows the time series approximation given by splines. Compared to the autoregressive model, 

the splines method gives smoother approximation using almost the same number of parameters. 

!
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Time Series Classification 
Multiclass classification uses one-vs-rest approach to train binary classifiers for each class label and 

then, on the prediction step, classify new object according to the most confident classifier. Three classifi-

cation models are used: logistic regression, SVM, and random forest. 

1. Regularized Logistic Regression. 
The optimal model parameters are determined by minimising error function 

! ! ! ! ! ! ! ! ! ! !"#

!

! ! !

! ! ! !"# ! ! ! ! !! ! ! ! ! ! !! ! !
!
!

! ! ! ! ! !"#$# ! !
!
! ! 

The classification rule ! ! ! ! ! !  is given by the sign of linear combination for the object description !  

and parameters !
!
 

!
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2. SVM.  
The optimization problem is 
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The objective function corresponds to the classification error function ! ! ! ! ! ! ! ! ! . The prediction for 

new object is !
!

! !"#$! ! ! !
!

! !
!
! . 

3. Random Forest. 
The random forest exploits the idea of bagging. This is an approach of building many random unstable 

classifiers and aggregating their predictions. This method works especially well if  we select models with 

low bias and high variance (due to aggregating variance is reduced) as base models. In case of random 

forest decision trees take the role of base models, not only objects are used for bagging, but also features. 

In this case we make a prediction for each new object by averaging of the single tree predictions: 

!
!

!
!
!
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!
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where !  is an amount of trees used for bagging. 

Experiment 
In this paper we considered two different smart phone based datasets: WISDM [21] and USC-

HAD [19]. The smart phone accelerometer measures acceleration along three axis with frequencies equal 

to 20 and 100 Hz. The WISDM dataset consists of 4321 time series. Each time series belongs to one of the 

six activities: Standing, Walking, Upstairs, Sitting, Jogging, Downstairs. The USC-HAD dataset contains 

13620 time series with one of the twelve class labels: Standing, Elevator-up, Walking-forward, Sitting, 

Walking-downstairs, Sleeping, Elevator-down, Walking-upstairs, Jumping, Walking-right, Walking-left, 

Running. Table 1 shows the distributions of time series activities for each dataset. The length !  of each 

time series equals 200. Fig. 3 plots the example of the time series for one activity of the specific person is 

given. 



For each dataset feature generation procedures are applied: expert functions, autoregressive model, 

SSA, and splines. Three classification models for each generated feature description: logistic regression, 

support vector machine, and random forest. The structure parameters: the length !  for autoregressive 

model, the window width !  for SSA, and the number of splines knots !  were tuned using K-fold cross 

validation, minimising 
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where ! !  is a 
! ! !

!
 fraction of data, used for training model ! ! . The hyperparameters !  for classifica-

tion models were also tuned using the same cross validation procedure. 

 

The first approach for feature generation is expert functions. The main drawback of this approach is a 

restriction by the expert functions choice and these functions might be impossible to derive for some types 

of data. 
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The autoregressive model was tuned to find the optimal length ! . Cross validation procedure gives op-

timal value ! ! !"  for both dataset. 
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to autoregressive model, cross validation procedure gives the same value ! ! !" . 

Fit cubic splines [3] for time series using scipy python library [10]. The knots ! ! ! ! ! ! !
!  for splines were 

distributed uniformly. Value of !  was chosen with cross validation. 

The feature extraction methods give the following number of features for both datasets: expert features: 

40; autoregressive model: 60; singular spectrum analysis: 60; splines: 33. 
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Fig. 4 presents the accuracy scores of the experiments for the both datasets. For WISDM dataset the worst 

result was obtained with spline approximation. The results for expert functions, autoregressive model, and 
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SSA are roughly identical. For USC-HAD dataset the results highly depend on the classification model. 

For both datasets logistic regression shows the worst quality, while the accuracy for support vector ma-

chine and random forest is almost the same. The spline approximation gives competitive result for USC-

HAD dataset. 
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Table 2 and Table 3 present all results with classification accuracy scores  for each class. The first rows 

of these tables introduce the multiclass accuracy score for each classification model and each feature ex-

traction procedure. Next rows are related to binary accuracy scores for each class. For WISDM dataset the 

best scores have the least active classes such as Standing and Sitting. For USC-HAD dataset all classes 

have the similar accuracy scores. 

We also carried out the experiment for union of all 193 generated features. Fig. 5 demonstrates the re-

sults. Table 1 shows class labels, that are represented on the corresponding histograms. As expected, the 

accuracy scores for feature union are higher in all cases. All  binary accuracy scores for WISDM dataset 



are higher than !"#  for each classification model. These numbers for USC-HAD dataset is higher than 

!"# . 
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Conclusion 
The paper investigates the problem of complex structured objects classification. The experiment com-

pares various approaches of feature extraction, particularly the expert functions and local approximation  

models on data from smart phone accelerometer. The logistic regression, SVM, and random forest are 

used for classification. The results show that obtained features recover the class label with the high quali-

ty. The proposed spline method gives smooth approximation of time series. The number of splines param-

eters was lower than for the other methods. The classification quality for splines are competitive with ex-

isting stated methods for both considered datasets. Stacking of all extracted features gives better perfor-

mance.!
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