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ANALYSIS OF DISSIMILARITY SET BETWEEN TIME SERIES *

This paper investigates the metric time series classification problem. Distance functions
between time series are constructed using the dynamic time warping method. This method
aligns two time series and builds a dissimilarity set. The vector-function of distance between
the time series is a set of statistics. It describes the distribution of the dissimilarity set. The
object feature describtion in the classification problem is set of selected statistics values of the
dissimilarity set. It is built between the object and all the reference objects. The additional
information about the dissimilarity distribution improves the classification quality. We propose
classification method and demonstrate its result on the classification problem of the human
physical activity time series from the mobile phone accelerometer.
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1. Introduction. This paper investigates metric time series classification problem [1].
The classification quality depends on the chosen distance function between time series. It
constructs feature space for the object describtion. The dimensionality of metric feature

space must be much smaller than the dimensionality of original object space.

We assume the similarity for objects from the same class in the metric classification
problem. The vector-function of distance between the time series and other objects is the
time series feature description [2]. Tts calculations for the time series and all other objects
from the sample are computationally expensive. It is calculated only for the time series and

reference objects: centroids [3] or cluster centers.

The dynamic time warping method (DTW) [4, 2] and derivative distance functions based
on it deliver better classification quality compared to the other distance functions [5, 6, 7].
This method is more stable than the Euclidean distance in case of stretched, compressed,
or displaced along the time axis time series. The best alignment between objects [8] is

constructed. Then the Fuclidean distance is calculated.

Kernel-DTW [9] improves the quality of the DTW method [8]. This is a method modi-

fication that uses different kernels, like Gaussian [10, 11], to calculate the distance between
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time series values instead of the Euclidean distance. Recent papers [9, 11, 12| propose to
calculate the distance as a weighted cost of all possible paths between time series instead of
a single warping path.

In the current work a distance function between time series while the feature space
construction is a function. It maps from space of object pairs into space of real numbers
with a dimension different from unity. This allows to improve the classification quality. The
proposed method is applicable to modified versions of the dynamic time warping [8] where
dissimilarities are analyzed.

The computational experiment holds on the WISDM data set [13]. The time series were
normalized, centroids were built for each class. The algorithm constructs a warping path for
each pair of time series and centroids according to selected constraints and a given kernel. It
builds a dissimilarities set using the warping path. Its average value corresponds to the DTW
distance, as well as the quantiles of the dissimilarities set distribution and its mean values of
the distribution tail corresponds to proposed vector-function. Classification methods uses the
received feature matrix. The classification quality while using additional statistics improved
compared to the classification quality while using only the mean value.

2. The Problem Formulation. Let © = {(s;,4;)}, i€ Z ={1,...,N}, s; € R"
be a set of time series and let y; € Y be class labels; Y is a finite set of class labels. By
C ={c.}, k=1,...,]Y], cx € R” denote a set of reference objects. The number of
reference objects is equal to the number of different class labels. Each class corresponds to
a single reference object. This paper deals with metric time series classification problem.

Definition 2.1. We say that a vector distance function between two time series s; and

Sy is a map p from space of time series pairs to space of real numbers with dimension [:
p:R"xR" - R

Assign to each object s; a feature description x;. It consists of distances between an

original time series s; and each of reference objects c,:
-
— : : RUYI
Xi = p(siucl) : : p(si7C\Y|) X € )

here a:b is a vector concatenation.
The classification model parameters are optimized for the object feature describtion set
X={(xyy)}, i€Z={1,...,N}, x;€RN
Definition 2.2. 4 map from space of object feature describtion x € R and model
parameters w € W to space of class labels is called a classification model and is denoted
by f:
fRM x W Y.



Suppose f is a model from the set §F = {Random Forest, KNN, SVM}. Model parameters w
optimize the quality function S and optimal parameters are denoted by w*:

w"* = argmin S(w|X, f). (1)

wew

Using (1) with fixed f and S, we get different classification results for various distance
functions p. By R o p denote the set of distance functions such that R includes modifi-
cations of the Dynamic Time Warping method: DTW, Kernel-DTW with Gaussian Kernel,
and further proposed distance function.

By X, denote the object feature describtion such that distance function p is fixed. We
have to find the distance function p and the classification model f such that they optimize

the quality function S:

(p", f*) = argmin S(w}|X,, f), (2)
(p,f)ERXT

where the optimal parameters w}, are obtained from (1) for fixed p and f.

3. DTW Distance Function. Distance functions based on Dynamic Time Warping
compared to the other distance functions deliver better quality in the metric classification
problem. We propose to improve the classification quality by using the additional information
on the base of Dynamic Time Warping method.

3.1. The Warping Path Construction Definition 3.1.1. By 2 denote a dissimilarity
matriz between time series s and ¢ such that §;; is equal to ¢(s;,c;), 4,5 € {1,...,n};
¢ 1s the alignment kernel.

The DTW method uses the Euclidean kernel as ¢:
#(si ;) = (si — ¢;)”. (3)
The Kernel-DTW method uses the Gaussian kernel as ¢ instead of the Euclidean one:
6(si, ;) = exr e, (4)

Definition 3.1.2. A path m between s and c is an ordered set such that its elements

are pairs of the matriz Q@ indezes; 7 belongs to space (I X 3)lml

m={m}={07)}, r=1,...,=|, ¢75€{l,...,n},

where || is a chosen path length.

For the path 7 to respond restrictions on time continuity and physical properties of
solving problem it is necessary to satisfy the following constraints:

Boundary constraints. Hold 7, = (1,1) and mx = (n,n). It means that 7 edges are

on the matriz ) diagonal on opposite sides.



Time continuity constraints. For m. = (i1,71) and m—1 = (ig,Ja), r = 2,...,|7|
hold i1 — 15 <1, j1 — jJo < 1. In other words w™ steps consist of nearby matriz elements.

Time monotony constraints. For n, = (i1,j1) and 71 = (ia,J2), 7 = 2,...,|7|
hold at least one of the conditions i1 —is > 1, j1 — jo > 1. It means 7™ monotonous.

Definition 3.1.3. The path 7 between time series s and c is called the optimal path if

the constraints defined above and following condition hold:
T = argmin Z Qij. (5)
& (i,5)em
By a: (s,c) — 7 denote an alignment method between s and c. It is a map, acting to

space with non-fixed dimensionality:
a: R"xR"— (3 x73)"

In the computational experiment time series normalization, additional constraints, and
edges cutting improve the classification quality.

3.2. Dissimilarities Analysis. Definition 3.2.1. Suppose w (3) is an optimal path
between the time series s and the reference object c; then {|S, .|}, (ir,jr) € ™ is called a

dissimilarity set and is denoted by & :

6 = {’Q'Lr]'r’}7 (iT7jT) 6 .

Let the map d: (s, ¢, a(s,c))+— d take each pair of time series s, c and the optimal

path 7 between them to dissimilarity set d:
d:R" xR x (3 x 3" — RFI7.

The variational series of § describes differences between pair of time series. The distance
function f based on the dynamic time warping method take arguments to space with the

dimensionality equal to one by averaging §:

2565 0;
p(s,c) = =——.
2 5eo 1

We propose statistics instead of the mean value to describe the § distribution: o quantiles

(6)

of & and its averaged subsets such that their elements are greater then the predetermined
a quantile. This leads to the classification quality (2) improving in new feature space. By

7a(8) denote o quantiles and by p,(d) denote the averaged subset:

Zreé T[T > qa(6>]
>reslr > 4a(0)]

4

Pa(d) =



Let the resulting distance function p be given by the concatenation of ¢,(d) and p, (&) for
various «.

Definition 3.2.2 By dDTW denote the distance function between time series s and c
such that the alignment method a, map d and set of @ = {«;},i € {1,...,a} are fized:

p(s cla,d) = [ga,(6), - ¢a, (8), Pay (8), ..., Pa, (0)]T, & =d(s,c,a(s,c)).  (7)

Thus we have the distance function between time series such that it acts to space with
dimensionality not equal to ine and fully describe differences between time series.

4. Reference Objects. Let reference objects c, be centroids of classes.

Definition. Let ©, be a set of objects from ® such that they have similar class z from Y .
The time series is called the centroid of ®, = {s;|lyi =z}, i=1,...,m by the distance p
(4) and is denoted by ¢, € R":

= argmin Z (si,c) = argmin Z Z (si(t ))2, (8)
ceRe CER™ €. (t,t)eq
where 7t; is the optimal path between time series s; and c.

Theorem 1. [3] Let ©, = {s;|y; = 2}, be a set of objects such that they have similar

class, ¢, be an initial centroid and {7;}™, be a set of optimal paths between all time series

and c,; then the local minimum of the optimization task (8) is obtained with

SO

SIESZ t:(t,t)emw,
N=D )
Si€D 11 (L) ER;
This Theorem formulate the base of DBA method [3]: each centroid’s element is the
averaged elements of time series such that they are aligned with this centroid’s element due

to the set of optimal paths.
Using Theorem 1 we do not get the optimal centroid. The set of the optimal paths is

changed after solving the optimization problem (8). DBA method is an iteration method

such that it calculates the set of optimal paths and new centroid after iteratevely.

5. Computational Experiment. This paper deals with metric multiclass classification
problem. Data is taken from the open dataset WISDM. Time series demonstrate human
physical activity. They are collected from the mobile phone accelerometer. The experiment
analyzes the proposed distance function 0 DT'W and compares the classification quality for
different distance functions R = { DTW, Kernel DTW, § DTW}.

There are six types of human activity: walking, jogging, skipping, staying, and walking
upstairs and downstairs. Time series length is six seconds with 1072s timestep. Each class

2z 23 Y consists of 650 time series.



The set of indices Z = Z! U ¢, divides the sample into the learning sample Z! and the
testing one Z°*.

Let c. be built for each class z using learning sample. The fig. 1 demonstrates these
centroids. The object’s feature describtion X, is built with fixed distance function p € R

for learning and testing samples.
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Figure 1: The centroids for six types of physical human activity

Classification model’s parameters w are optimized (1) on the learning sample. The quality
function S is the classification accuracy. The model and the distance function minimize it

(2) on the testing sample:

2o, Wi = (i, wp)lli € T']
2 li € 1] '

The experiment compares the results for four different alignment procedures a between

S(Wp|Xp, f) =

two time series:

1 “Euclidean Kernel”. This procedure uses the Euclidean kernel (3) and deals with non-

normalized time series.



2 “Gaussian Kernel”. It is similar to the “Euclidean Kernel” except of using the Gaussian
kernel (4) instead of the Euclidean one (3). The fig. 2 and fig. 3 demonstrate the

dissimilarity’s set & between time series and centroid for both kernels.

3 “Gaussian Kernel, Normalized Time Series”. It repeats the “Gaussian Kernel” but
deals with Z-normalized time series. The Z-normalized time series is derived from the

original one by applying the following procedure to each element of sequence:

S; — S 1 )
s, = - - —, s:EZsj, ie{l,...,n}.
n E:j(sj‘— s) j

4 “Gaussian Kernel, Normalized Time Series, Cutting Edges”. In addition to the “Gaus-
sian Kernel, Normalized Time Series” the edges of the constructed path are truncated.
Edges of the optimal path add big values because of boundary constraints and influence

on the dissimilarity’s set distribution.
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Figure 2: The dissimilarity set for Euclidean kernel. Left: ordered in time set. Right: distri-

bution histogram

2.4 2.4
2.2 2.2
2.0 820
E 1.8 E 1.8
E1g E1g
ol4 a l4
1.2 1 1.2
1.0 MMM )\A MJMJ\A RMNM)\ALJA A l.OL__
0 100 200 300 400 500 600 0 100 200
Time, 107%s Number of Measurements

Figure 3: The dissimilarity set for Gaussian kernel. Left: ordered in time set. Right: distri-

bution histogram



Random Forest SVM KNN

Mean Heuristic Mean Heuristic Mean Heuristic
Euclidean Kernel 0.71 0.82 0.55 0.60 0.68 0.62
Gaussian Kernel 0.77 0.84 0.39 0.60 0.76 0.65
Gaussian Kernel, 0.78 0.85 0.56 0.60 0.78 0.60

Normalized Time Series

Gaussian Kernel,
Normalized Time Series, 0.82 0.86 0.56 0.63 0.81 0.70
Cutting the edges

Table 1: The classification results

The Sakoe-Chiba band is further constrained to the global path structure. This reduces
the computational complexity and improves the classification accuracy. For any element (i, j)
from path 7 and constant k£ holds i—k < j <i+k . Letthe constant k be fixed; then
the computational complexity of the construction the warping path decreases from O(n?)
to O(n).

The experiment compares the classification results for two different ways of dissimilarity

set & processing:
1 “Mean”. The mean value (6) of § is the distance function p for fixed a and d.

2 “Heuristic”. The § DTW (7) is the distance function p for fixed a and d. The feature

space builds for vector a:

a=[0,...,1.0], with step 0.1.

Tab. 1 shows the classification results for three different classification models f: Random
Forest, SVM and KNN.

The combination of the model f Random Forest, method a “Gaussian Kernel, Normal-
ized Time Series, Cutting Edges” and proposed distance function § DT'W ahieves the best
classification accuracy. Linear classifier doesn’t show a high quality. The nearest neighbors
classification model with “Mean” method shows better quality. This is explained by the in-
terpretability of such space. Random forest shows high quality. Using the proposed distance
function improves the quality of classification: it beats other methods with 7% on average.

6. Conclusion. This work proposes a new approach for building a distance function and
dissimilarity analysis to solve the classification problem. The additional information about

distribution of this set significant improves the classification accuracy.
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