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4 - Technological Superiority
Jens Leth Hougaard, Mette Asmild

We develop a theoretical framework for analyzing technological possi-
bilities. We consider fundamental properties of technology indexes and
demonstrate that previous approaches violate a central axiom dubbed
monotonicity in possibilities. From the axiomatic analysis emerge two
canonical types of indexes: one based on the volume, and one based
on the cardinality of the dominance set. We define a binary superiority
relation where both types of indexes have to point in the same direction
before concluding that one subset is superior to another.
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1 - Optimizing Online Advertising Budget Allocation
across Multiple Placements
Jian Yang, Pengyuan Wang

Big online advertisers are typically faced with a challenging problem in
campaign management: how to allocate advertising budget across mul-
tiple placements in order to maximize Return on Investment (ROI). We
develop a Multi-Touch Attribution (MTA) methodology based on both
observation and experimentation to measure ad effectiveness across
multiple placements. The MTA empowers a simulator that provides
advertisers with what-if analysis for budget allocation. We also build
an optimization model using the MTA results to maximize the total ad
effectiveness for advertisers, and hence their ROI.

2 - A Class of Nonlinear Allocation Problems with Het-
erogeneous Substitution
Huaxia Rui, De Liu, Andrew Whinston

We study the problem of efficiently allocating multiple types of goods
(workloads) to multiple agents when different types of goods (work-
loads) are substitutable and the rates of substitutation differ across
agents. We derive theoretical properties of such problems that enable
us to design an extremely fast algorithm called SIMS for solving such
problems. We expect the SIMS algorithm to work well for real-time
applications with time-constrained allocation problems such as the al-
location of online advertisement.

3 - The Least Cost Influence Problem
Rui Zhang, Dilek Gunnec, S. Raghavan

We analyze the diffusion process of a product over a social network
while incentives are provided to the individuals. Such catalysation ad-
dresses the trade-off of minimizing the amount of incentives given and
reaching a greater number of buyers. This problem is NP-Hard for
general networks. However, we show that it is polynomially-solvable
on tree networks under the assumption that all neighbors of a node
exert equal influence. Next, we propose a totally unimodular integer
programming formulation based on the insight that the influence prop-
agation network must be a directed acyclic graph.

4 - Foundations of Social Network Ad Optimization
John Turner

We introduce revenue optimization models for placing ads in social
networks, motivated by the connectivity structure of the underlying
graph. We discuss some pros and cons of the underlying models, and
illustrate our approach using real social graphs.
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1 - Multimodelling and Object Selection for Banking
Credit Scoring
Alexander Aduenko, Vadim Strijov

To construct a bank credit scoring model one must select a set of in-
formative objects (client records) to get the unbiased estimation of the
model parameters. This set must have no outliers. The authors pro-
pose an object selection algorithm for mixture of regression models. It
is based on analysis of the covariance matrix for the parameters esti-
mations. The computational experiment shows statistical significance
of the classification quality improvement. The algorithm is illustrated
with the cash loans and heart disease data sets.

2 - Comparison of Different Clustering Algorithms
Based PCF Classifiers
Emre Çimen, Gurkan Ozturk

In this study we dealt with generating different clustering algorithms
based polyhedral conic classifiers. The main purpose of using cluster-
ing algorithms to generate PCF based classifiers is to determine the
number of PCF’s and divide the sets to the smaller parts. By this
way stronger classifiers can be constructed. Expectation Maximiza-
tion (EM) and k-Means based algorithms are implemented and tested
on well-known literature test problems.

3 - Multicollinearity: Performance Analysis of Feature
Selection Algorithms
Alexandr Katrutsa, Vadim Strijov

We investigate the multicollinearity problem and its influence on the
performance of feature selection methods. The paper proposes the test-
ing procedure for feature selection methods. We discuss the criteria for
comparing feature selection methods according to their performance
when the multicollinearity is present. Feature selection methods are
compared according to the other evaluation measures. We propose
the method of generating test data sets with different kinds of multi-
collinearity. Authors conclude about the performance of feature selec-
tion methods if the multicollinearity is present.

4 - Data Mining Application with Decision Tree Algo-
rithms for the Evaluation of Personal Loan Cus-
tomers’ Repayment Performances
Aslı Çalış, Ahmet Boyacı, Kasım Baynal

Data mining techniques are used extensively in banking area such as
many areas. In this study, conducted in banking sector, it was aimed
to analysis of available personal loan customers and estimate potential
customers’ repayment performances with decision tree is one of the
classification methods in data mining. In the study, SPSS Clementine
was used as a software of data mining. An application was done with
C5.0 and C&RT algorithms for evaluation of personal loan customers
and the results were compared.
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GoalsProblems:Corruption and in
onsisten
ies in 
redit s
oring databases(outliers)Features multi
ollinearityData non-uniformityGoals:To design a method for outlier �ltering in logisti
 regressionTo generalize the method for mixtures of logisti
 regressionmodels and multilevel logisti
 models.
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DesignationsRegression model
f : X ×W → Y.Regression fun
tion
f |w∈W : X → Y.Data x ∈ R

n, y ∈ R

D = {(x1, y1), . . . , (xm, ym)}.Feature matrix X ∈ R
m×n

X = (x
T
1 , . . . ,x

T
m).
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Mixture of modelsMixture of regression models � is theregression model f =

K
∑

k=1

πkfk(wk)where K
∑

k=1

πk = 1, πk ≥ 0. O
b
je

ct
s
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Multilevel regression model is a set ofregression models fk, k = 1, . . . ,Ksu
h that the obje
ts index set I ispartitioned in subsets ⊔K
k=1Ik and forall the obje
ts with indi
es from Ikthe model fk is used. O

b
je

ct
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Basi
 hypothesis and assumptionsBasi
 assumptions
Y ∼ Be(p),
p = f(x

T
w),

f(z) =
1

1 + exp(−z)
.

E(Yi) = p(x) = f ,
D(Yi) = p(x)(1 − p(x)) =
f(1− f).

Likelihood fun
tion
L(w) =

m
∏

i=1

f
yi
i (1− fi)

1−yi .
l(w) =

−
m
∑

i=1

(yi ln fi + (1− yi) ln (1− fi)).Iterative parameter estimation
wj = wj−1 −H−1(wj−1)∇l(wj−1).Newton-Rafson method for parameters estimation

wj = wj−1 − (XTRX)
−1

XT(f − y),
∇l(w) = X

T
(f − y), H = X

T
RX, where

R = diag({fi(1− fi)}
m
i=1)Alexander Aduenko Obje
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Estimation of 
ovarian
e matrix for w.Using lo
ally-normal approximation for a-posteriori w distribution,we get
w ∼ N (ŵ, Σ),where by Σ denote the a-posteriori 
ovarian
e matrix of theparameters.Sin
e ∇l(ŵ) = 0, using Taylor formula, obtain

ln
L(w)

L(ŵ)
≈ −

1

2
(w − ŵ)TH(w − ŵ).Finally we get

w ∼ N (ŵ, H−1).Alexander Aduenko Obje
t sele
tion in 
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Obje
t sele
tionBaseline methods
r
p
i =

yi − p̂i
√

p̂i(1− p̂i)

rdi =
{

2yi log
(

yi
p̂i

)

+ 2(1 − yi)·

log
(

1−yi
1−p̂i

)}1/2
sign(yi − p̂i)Spe
i�
ity de�nition

Sp(xi) = (∆iw)
T
H(∆iw),where ∆iw = ŵi − ŵ,

∆iw ∼ N(0, H−1).
Sp(xi) = (∆iw)

T
H(∆iw) ∼

∼ χ2(|A|).

Modi�
ationA-priori: w ∼ N (w0, τI)

w ∼ N



w0,

(

H+
1

τ
I

)−1




Spτ (xi) =

(∆iw)
T (

H+
1

τ
I

)

(∆iw).
H 7→ diag(Dj), where
Dj =

∑

i∈S (∆iwj)
2

|S| − 1
.Spw(xi, yi) =

n
∑

j=1

(∆iwj)
2

DjAlexander Aduenko Obje
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Used data setsWe used 4 ben
hmark data sets from UCI ML repository:.German 
ash loan: 1000 instan
es, 24 attributes, 2 
lassesHeart disease in South Afri
a: 462 instan
es, 13 attributes, 2
lassesWhite wine quality: 4898 instan
es, 11 attributes and 2 
lassesProtein lo
alization: 892 instan
es, 8 attributes and 2 
lasses
−3 −2 −1 0 1 2

−2

−1

0

1

2

Non-
lustered outliers −3 −2 −1 0 1 2 3

−3

−2

−1

0

1

2

3

Clustered outliersAlexander Aduenko Obje
t sele
tion in 
redit s
oring 8 / 17



Comparison of two de�nitions for spe
i�
ity
100 200 300 400

20

40

60

80

100

120

140

160
S
p
ec

ifi
ci

ty

Object number

 

 

Sp(x)
Sp

w
(x)

SAHD data set 200 400 600 800 1000

100

200

300

400

500

S
p
ec

ifi
ci

ty

Object number

 

 

Sp(x)
Sp

w
(x)

Cash loans data set
`
`
`
`
`
`
`
`
`
`
`
`
`
`

Data set Correlations Pearson KendallSAHD 0.9736 0.9132Loans 0.9794 0.9377Wine 0.9528 0.9028Yeast 0.5230 0.8597Alexander Aduenko Obje
t sele
tion in 
redit s
oring 9 / 17



Empiri
 distribution of AUCRandomly generate many times a subset Dj of a sample set.Get the maximum likelihood estimates ŵj for the modelparameters.Cal
ulate the 
orresponding AUC value.German 
ash loans data set
AUC
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Che
king signi�
an
e of quality improvementProperties \ Data Loans SAHD
AUClearn 0.8819 0.8507
AUCtest 0.8308 0.8093
m̂ 0.8233; 0.7889 0.7994; 0.7722
σ̂ 0.0042; 0.0091 0.0061; 0.011
M 14.0; 6.8 5.15; 3.32
p0 0; 5.3 · 10−12 1.3 · 10−7; 4.6 · 10−4Properties \ Data Wine Yeast

AUClearn 0.8109 0.7346
AUCtest 0.8084 0.7225
m̂ 0.7998; 0.7968 0.7142; 0.6965
σ̂ 0.0018; 0.0028 0.0049; 0.0076
M 6.15; 4.15 4.18; 3.41
p0 3.9 · 10−10; 1.7 · 10−5 1.4 · 10−5; 3.2 · 10−4Alexander Aduenko Obje
t sele
tion in 
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Performan
e on syntheti
 data sets having 
lustered andnon-
lustered outliersNon-
lustered outliers: x ∈ N(0, I). yi = 1 for xi if x2 > 0 and
yi = 0 otherwise. Outliers have the opposite rule to de�ne the 
lasslabel.Clustered outliers: x ∈ N(0, I). For non outliers yi = 1 for xi if
x2 > 0 and yi = 0 otherwise. Outliers are generated from
N([2, 2]

T
, 0.5I). All outliers have the 
lass label of 0.
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Comparison to baseline methodsData \ Methods Pearson Bayess Spe
. tp tbSAHD 0.7716 0.7676 0.7661 -1.64 -0.45Loans 0.7868 0.7864 0.7802 -2.71 -2.53Wine 0.7977 0.7974 0.7970 -0.85 -0.42Yeast 0.6845 0.6951 0.6944 5.88 -0.40Non-
lust., 9.1% 0.8997 0.9021 0.9002 0.25 -1.13Non-
lust.*, 9.1% 0.8945 0.8956 0.8958 0.80 0.16Non-
lust., 23.1% 0.7646 0.7653 0.7665 0.79 0.50Non-
lust.*, 23.1% 0.7671 0.7593 0.7694 0.99 4.33Non-
lust., 33.3% 0.6673 0.6679 0.6680 0.65 0.11Non-
lust.*, 33.3% 0.5372 0.6666 0.6681 64.6 0.75Clustered, 9.1% 0.8885 0.9261 0.9269 20.9 0.44Clustered*, 9.1% 0.8740 0.9515 0.9541 66.9 2.13Clustered, 16.7% 0.8393 0.8471 0.8456 2.54 -0.63Clustered*, 16.7% 0.8379 0.8305 0.9060 44.4 49.2Clustered, 23.1% 0.8107 0.8171 0.8174 3.49 0.121Clustered*, 23.1% 0.8105 0.7923 0.8113 0.28 6.53Clustered, 33.3% 0.7860 0.7856 0.7853 -0.408 -0.18Clustered*, 33.3% 0.7675 0.7762 0.7671 -0.108 -2.42Alexander Aduenko Obje
t sele
tion in 
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EM-algorithm for mixtures of modelsLikelihood fun
tion for mixture of logisti
 models
L(w1, . . . , wK , π|X, y) =

=

m
∏

i=1

(

K
∑

k=1

πkf(xi, wk)
yi(1− f(xi, wk))

1−yi

),
L(w1, . . . , wK , ,π, Z|X, y) =

=

m
∏

i=1

K
∏

k=1

{πkf(xi, wk)
yi(1− f(xi, wk))

1−yi}
zik .E-step

γik = E[zik] = p(k|xi, w1, . . . , wK , π) =

=
πkf(xi, wk)

yi(1− f(xi, wk))
1−yi

∑K
j=1

πjf(xi, wj)yi(1− f(xi, wj))1−yi
,Alexander Aduenko Obje
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M-step
l̃(w1, . . . , wK , π|X, y) = EZ[− logL(w1, . . . , wK, Z|X, y)] =
=

−
m
∑

i=1

K
∑

k=1

γik{log πk + yi log(f(xi, wk)) + (1− yi) log(1− f(xi, wk))}.
πk =

1

m

m
∑

i=1

γik.
l̃(w1, . . . ,wK , π|X, y) = −

K
∑

k=1

{log πk

m
∑

i=1

γik}+
K
∑

k=1

l̃k(wk|X, y).
∂l̃k

∂wk
= XTΓk(f − y), Γk = diag(γik),

Hk = X
T
RkX, Rk = diag(γikf(xT

i wk)f(−xT
i wk)).Alexander Aduenko Obje
t sele
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Obje
t sele
tion algorithm for mixture of models1 Assume γjk are �xed.2 Remove the obje
t xi from the sample and re
al
ulate
π1, . . . , πK3 Reoptimize l̃k(wk|X, y) a
ross w1, . . . , wK4 De�ne marginal spe
i�
ity Spk(xi) for ea
h model as
Spk(xi) = (w

′

k −wk)
T
H−1

k (w
′

k −wk)5 De�ne integral spe
i�
ity Sp(xi) =

K
∑

k=1

Spk(xi)Notes:
∇l̃k(wk) =

m
∑

j=1, j 6=i

γjkxj(fj − yj) = −γikxi(fi − yi) =⇒ obje
tsbadly des
ribed by model (fi − yi) or having high probabilitybelonging to the model (γik) have generally more in�uen
e on
∇l̃k(wk). Alexander Aduenko Obje
t sele
tion in 
redit s
oring 16 / 17



OverviewNew method of obje
t sele
tion based on the introdu
edspe
i�
ity fun
tion is proposed.For the 
ommon 
ase of ill-
onditioned hessian matrix theempiri
 spe
i�
ity is proposed.High positive and monotonous 
orrelation between spe
i�
ityand empiri
 spe
i�
ity is demonstrated.The method shows reasonable outliers dis
rimination forsyntheti
 data sets having up to 40% of non-
lustered outliersand up to 30% of 
lustered ouliers.Our results are signi�
antly better than applying just themaximum likelihood estimator to the initial samples.Baseline algorithms show similar results for all 
onsideredben
hmark data sets. Suggested method performs generallybetter for syntheti
 data sets having both 
lustered andnon-
lustered outliers.Generalization of the method for mixtures of logisti
 models isproposed. Alexander Aduenko Obje
t sele
tion in 
redit s
oring 17 / 17
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